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I. Introduction

Suppose a user is looking for information about Bonnie Lake. Using Google, the query “Bonnie Lake” returns about 800 citations. Figure (1) shows pages 1 and 3. Two of these citations are about Bonnie Lake in Alaska, two are about Bonnie Lake in Vilna, one is about Bonnie Lake in Canada, and eight are about a Bonnie Lake in Washington. Four, however, are about musicians, two are about miscellaneous vehicles, and one is about a university. Normal search engine ranking methods are not designed to partition citations by a specific proper noun and therefore returned citations about that proper noun are usually scattered throughout the search engine’s results. It would be interesting to partition the citations such that all those that refer to the same object would be together. 
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 Figure 1.“ Bonnie Lake” Query to Google(Pages 1 and 3. 

Our goal is to propose a method that is able to partition the returned citations from a search engine such as Google [Goo] or Yahoo [Yah] for a proper-noun query, such that all returned citations in each partition relate to the same object. Further, since we will often encounter objects that are not of the type sought (e.g. Bonnie Lake businesses, vehicles, and universities) we also produce a list of these objects and designate the list as being objects not of interest. Our method will partition the results without knowing how many partitions there will be or how many returned citations will be in each partition.  

We know of no literature directly on this problem. The problem, however, is related to both object identity [TKM01] and document classification [OTC01, OTC02]. The object-identification problem occurs as a part of large application areas, such as multi-source integration, automatic domain modeling, and data warehousing. [TKM01] surveys the various approaches to solving the object identity problem (provides 60 citations), categorizing them into three main groups:

1. Database Information Retrieval: Domain-specific techniques for correcting format inconsistency, transformation functions like edit distance, hand tailored mapping rules, and comparing objects using attribute/value conflict-resolution rules.

2. Information Retrieval: Information retrieval vector space model and domain-specific normalization techniques to convert data objects into a standard form.

3. Probabilistic Methods: Similarity determination between two objects by calculating the probability that given one object it will appear like the second object, and the record-linkage community that applies statistics over normalized names and addresses.

All previous techniques concentrate on attributes, while our technique is multifaceted involving attributes, links, and similarity measures. For attributes, we plan to use an ontology-based method [ECJ+99], which differs from the methods mentioned in [TKM01]. 

 The goal of text classification is to classify documents into a fixed number of predefined categories. Each document can be in zero, one, or several categories [Joa98]. Applications of text classification include indexing documents or Web pages by a controlled vocabulary, constructing vertical ports and specialized information feeds, information security, help desk automation, content filtering, selective alerting, automated authorship attribution, and many others. Information extraction and integration methods have been combined with machine learning methodologies to address these classification problems and create a number of accurate document classifiers [OTC01, OTC02]. Researchers at BYU have also done some work in classification, having proposed an approach for recognizing whether a Web document is relevant for a chosen application of interest [ENX01, NTG01, TKM01]. Techniques used in these applications may be of use to us; however, we currently plan to use Rainbow, a standard classification tool [Cal96]. 

II. Thesis Statement

In this project we propose a framework to partition search-engine returned citations for proper-noun queries, such that the search-engine returned citations in each group of the partition belong to the same object. We propose to answer the following questions. When a search-engine user types in a proper noun, what is an appropriate method to partition search-engine returned citations?  What are the facets that we should consider to help in the partitioning? How can we combine the considered facets in such a way that we have a correct partition? How can we discard citations that are inapplicable? 
III. Methods
Our system will first ask a user to specify whether the search is for a person, place, or thing. Then the user selects the kind of person, place or thing from among those listed (i.e. those the system knows about). The user then enters a proper noun. The result consists of three lists: (1) a list containing partitioned lists of citations for each distinct object of the kind requested, (2) a list of objects not of the kind requested, and (3) a list of non-HTML documents
. The lists will preserve search-engine returned ordering.

 Figure 2 shows the proposed output for the citations in Figure 1. The first group of citations partitions for the four actual Bonnie Lakes from Figure 1; the second group contains the citations that are not lakes. The third group contains the citations that do not link to HTML pages. 

3.1 Classification
We will divide the returned citations into two groups. The citations of one group are from the same type as the proper noun. The citations of the other group do not have the same type as the proper noun. For example, if the proper noun is a person’s name, we should divide the returned citations into two groups: those that represent persons and those that do not. The citations of the first group are relevant to person. The citations of the second group may be, for example schools or streets named after people.

Place “Bonnie Lake”

Partition #1

   1) Bonnie Lake
          www.historicvilna.ca/bonnie_lake.htm
   2) Things to see and do

          www.historicvilna.ca/things_to_see_and_do.htm

Partition #2
  1) Solveig's Postcard from Bonnie Lake
         litsite.alaska.edu/uaa/akwrites/ postcards/solveigcard.html 

  2)  5 Welcome to Adobe Golive

         http://www.chickaloon.org/Forestry/Emergency.html 

Partition #3
  1) Bonnie Lake

         www.bikeguy.com/PaddleTrip-14.htm
  2) Bonnie Lake
         www.spokaneoutdoors.com/bonnie.htm
  3) Bonnie Lake - WA
         www.paddling.net/places/showReport.html 

  4) Bonnie Lake
        www.washingtonlakes.com/TopoMaps/BonnieTopoSpokane.htm 

  5) Bonnie Lake
        www.gamefishin.com/reports/spokane/bonnielk.htm 

  6) WildernessTrip.com
         www.wildernesstrip.com/Activities/ activity.asp?activity=CanoeKayak 

  7) Washington Backcountry Trails
         www.alpinejo.com/washington.htm 

  8) Spokane County fishing reports in Washington State.
         www.washingtonlakes.com
Partition #4
   Bonnie Lake Camping in Muskoka
       www.visitmuskoka.com/bonnielake.htm
Not Place “Bonnie Lake”

   1) Bonnie Lake-Productions          

          www.deltahaze.com/30/blp.html 

   2) Delta Haze Corporation                 

           www.deltahaze.com/30/main.html 

   3) Yahoo! Shopping Music - Bonnie Lake 

           shopping.yahoo.com/shop?d=product&id=1927077784 

   4) Bargain Categories  

           www.bargaintraderonline.com/browse.ads/ 8/Miscellaneous_Vehicle 

   5) Bargain Categories 

           www.bargaintraderonline.com/browse.ads/7/Vehicle_Parts,_Accessories/Miscellneous_Vehicle 

   6) USM Lewiston-Auburn College Future Teachers
           www.usm.maine.edu/lac/info/news/teachers.html

 Not HTML Format

   MANAGEMENT UNIT 7 - BONNIE LAKE
      www.dnr.state.ak.us/mlw/planning/areaplans/ susitna/glenn_unit_7.pdf

Figure 2. The Proposed Output.

We plan to use Rainbow [Cal96] to perform this classification. This program performs statistical classification. It is designed for classification by naïve Bayes, but it also provides TFIDF/Rocchio, probabilistic indexing, and k-nearest neighbor. We apply Rainbow on the HTML documents to which the returned citations link.  The training set will contain two sets of documents. One set contains documents gathered from different Web pages about the same kind of proper noun that the user is looking for. The other set contains documents that are not related to the same kind of proper noun. The number of documents in each set should be sufficient. The number 50 looks reasonable, but we may adjust this number as needed. Although it is possible to use the BYU algorithm for classification, [ENX01] points out that the results are not likely to be good because the source documents are not multiple-record documents, like the ones for which the [ENX01] algorithm was constructed.     
3.2 Partition
To partition the set of citations determined to refer to the kind of object sought, we will consider three facets [EJX01]: (1) attributes (e.g. email address, phone number for a person), (2) links, and (3) page similarity. We consider each facet separately. For each individual facet, we generate a confidence matrix M. M is an upper triangular matrix over all citations classified as belonging to the kind of proper noun over which we are searching. Each element Mij in M represents the confidence that citations i and j belong to the same proper noun. If the facet does apply for citations i and j, we leave Mij empty (Sections 3.2.1, 3.2.2, 3.2.3 explain each facet and mention methods used to generate the confidence values for each facet).  Each facet may have more than one sub-facet. In this case each element in the final matrix of each facet is the weighted mean
 of all corresponding values in the sub-confidence matrices of the subparts of that facet. We then combine the final confidence matrices for each facet by taking a weighted mean of all the corresponding values, to construct the final confidence matrix for all facets. 

Using a threshold T
, we will apply a partitioning algorithm on the final confidence matrix M. The output will be a partition of the (non-HTML, correctly classified) search-engine returned citations, such that the citations in each partition are related to the same object. Search-engine returned citation order will be preserved.  

3.2.1 Attributes 
We consider the following sub-facets of attributes:

1. Single Attribute (One-to-One): An attribute whose value is in a one-to-one correspondence with an object (e.g. SSN for a person). Unfortunately single attributes that identify objects are not usually available.

2. Single Attribute (Functional Determination): An attribute that is a good identifier for the object, but not unique for the object. An example for the single attribute is the mailing address of a person. If many returned citations have the same mailing address, these returned citations should belong to the same person in the case that the proper noun is a person name. On the other hand, if two returned citations have different values of the single attribute, the two citations may or may not belong to two different people. 

3. Multiple Attributes (Functional Determination): A set of attributes that together is a good identifier for the object. Each attribute of this set is usually not enough to identify the object. For example, knowing both the name of the university and the department, together with the name of the person usually uniquely identifies the person. But, only knowing either the name of the university or the department together with the name of the person may not be enough to identify the person.  

4. Attributes (Nonfunctional Determination): A set of attributes that together partially identifies the object. For example, knowing the name of the university together with the name of the person normally limits the set to partially identify the person.  
5. Distinguishing Attribute: An attribute that distinguishes objects as being different.  An example of a distinguishing attribute is a person’s gender. Knowing that person A is a male and person B is a female indicates that person A and person B are not the same. We will use the BYU extraction-ontology system  [Deg] to identify attributes. We plan to define the confidence values of the attributes empirically, using the C4.5 algorithm [Qui93].

3.2.2 Links
We consider the following three sub-facets:

1. Returned citations that link to the same site: Considering the Web as a directed graph, the fewer the number of hops required to navigate to a common node from two documents, the more likely they are to refer to the same object. For example, if the number of hops from a document A to site S is one, and the number of hops from a document B to site S is one, then there is an improved chance that A and B represent the same proper noun.

2. Returned citations that have a common URL prefix: We consider common sub-domain, common server, and common path. For example, the following are links of two returned citations, when we entered “David W. Embley” as a query www.cs.byu.edu/info/dwembley.html  and   www.cs.byu.edu/info/directory.php. The common server is www.cs.byu.edu, and the common sub-domain is cs.byu.edu, and the common path is /info. 

For sub-facet 1, we plan to construct probabilities based on the length of the paths to a common node (the longer the path, the lower the probability). For sub-facet 2, we plan to base the confidence measure on the length of the prefix.

3.2.3 Page Similarity

We consider the following sub-facets:

1.  Similarity between returned citations.

2. Similarity between two documents to which the two returned citations link.

We plan to use the Rainbow to generate the confidence values.      

3.3 Measurements 

Since we typically define a noun as a person, place, or thing, we will experiment on three proper-noun applications, one each for (1) person, (2) place, and (3) thing. For each application we will choose n proper nouns for “training.” We hope that n can be small—initially we will let n=5. To span the space, our “training” set will include some queries for proper noun X such that the returned citations contain: 

· only X’s; 

· X with a few non X’s;

· X’s with many non X’s;

· only a few partitions;

· many partitions; and

· a small, median, and large number of citations. 
 

Once we have tuned the “training” set as well as we can for the n proper-noun queries, we will select m proper nouns for testing. The number m selected for testing should be larger than n, but not so large that we cannot check its accuracy, and so m=20 is a likely choice. 

We will use traditional information retrieval measures of precision and recall to evaluate performance. First we will measure our classification of citations that do or do not pertain to the kind of object sought. We will measure the ratio of the number of citations that are correctly classified by our system to the number of correctly classified citations (a recall ratio). Also we will measure the ratio of the number of correctly classified citations to the number of correctly classified citations plus the number of incorrectly classified citations (a precision ratio). Next we will measure our partitioning of citations. We will measure the ratio of the number of correct partitions our system returned to the number of partitions our system should have returned (a recall ratio), and we will measure the ratio of the number of correctly returned partitions to the number of correctly returned partitions plus the number of incorrectly returned partitions (a precision ratio). We will also measure the ratio of the number of correctly returned citations in each partition to the number of citations our system should have returned for a partition (a recall ratio), and will we measure the ratio of the number of correctly returned citations in each partition to the number of correctly returned citation in each partition plus the number of incorrectly returned citations in each partition (a precision ratio).

IV. Contribution to Computer Science
This research makes two contributions to the field of computer science. First, it adds to the current techniques of data-merging research by considering one way of checking object identity. Second, it provides a solution to the interesting and potentially useful problem of partitioning returned citations for a given proper noun.

V.  Delimitations of the Thesis 

· We will use only one search engine (Google). (We will, however, modularize the code so that the core algorithm is not Google specific.) 

· We will consider only HTML documents.

VI. Thesis Outline  

1. Introduction and Related Work (7 pages)

2. Methodology (20 pages)


2.1 Classification

            2.2 Partitioning


       2.2.1 Facet Measures
 

                            2.2.1.1 Attribute Facets

                2.2.1.2 Link Facets

                            2.2.1.3 Text Similarity Facets

                  2.2.2 Final Confidence Matrix Generation

                 2.2.3 Partitioning Algorithm
3. Experimental Results and Analysis (10 pages)

4. Conclusions, and Future Work (4 pages)

VII. Thesis Schedule 

A tentative schedule of this thesis is as follows:


Literature Search and Reading 
December 2002 – May 2003


Chapter 2



September 2002 – February 2003


Chapter 1



December 2002  – January 2003


Chapter 3  


            March 2003 


Thesis Revision and Defense
            April 2003
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IX. Artifacts 

In addition to the written thesis, we will implement the proposed project in the Java programming language. The implementation will take the returned citations from a Google proper-noun query as input, and return the set of partitions, the set of citations not of the proper type, and the citations of the non-HTML documents. We will implement the project so that it can be shown as a demo on the Web.
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� In this research, we only consider citations that link to pages in HTML.


� In the absence of evidence to the contrary we will use a simple arithmetic mean.


� We will determine empirically the threshold T and use the golden mean in the absence of evidence that the threshold should be different
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