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I. Introduction 
 

The amount of data available on the World Wide Web has been growing explosively 

during the past few years.  As the Web has grown, people have become more and more 

interested in obtaining user-specified information from this fast-growing body of 

knowledge similar to the way we can query a database for user-specified information. 

Traditionally, two approaches have been taken to enable users to query the Web 

like a database.  One is to enhance traditional query languages to make them “Web 

aware” so that data in Web pages can be queried directly (e.g., [AM98] [MMM97]).  The 

more popular approach, however, is to either actually or virtually extract the information 

contained within web pages by wrappers (e.g., [AK97] [LCC99]).  Once extracted, 

standard query languages, such as SQL, can be applied.   

Wrappers, however, typically very much depend on the structure of the source 

documents.  Therefore, it is difficult to apply these source-dependent wrappers to the 

documents with different formats, even when the documents contain the same or similar 

information.  As a solution to this problem, the data extraction group ([DEG]) at Brigham 

Young University has defined an approach based on data-extraction ontologies that 

extracts data from data-rich, unstructured, multiple-record Web documents.  The data-

extraction ontology is source-independent and can extract data with high precision and 

recall without change from documents having the same type of information, but in 

different formats ([CDE+00] [ECS+98] [ECJ+98] [ECJ+99] [ENX01]). 

A data-extraction ontology for an application is defined based on the OSM model 

([EKW92] [Emb98] [Lid95]), which consists of lexical and non-lexical object as well as 
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the relationship and constraints among them.  For each lexical object set, a data frame 

([Emb80]) defines the appearance of lexical objects.  Once a data-extraction ontology has 

been defined for an application, the system parses the application ontology to generate a 

database scheme and to generate matching rules for constants and keywords.  Then a 

record extractor extracts the data based on the generated rules and schema and stores the 

result in a relational database.  Performance analysis for several application ontologies 

shows that for most of the applications, both the recall ratios and the precision ratios are 

over 90% ([ECJ+99]).   

Unfortunately, widespread usage of this extraction ontology approach is restricted 

because of the expense related to the time required to manually discover and create the 

ontology.  Moreover, despite the fact that many people would like to create applications 

of personal interest, it is normally impossible for an untrained user to create an 

application ontology because of the knowledge and skill required to create a custom-built 

ontology.  Therefore, a critical problem for this extraction ontology approach is to enable 

users to rapidly create application ontologies.  Thus, the focus of this research is to solve 

this problem, i.e., to, at least, semi-automatically generate an application ontology based 

on available knowledge resources and sample input documents.   

II. Thesis Statement 
 

This research focuses on enabling semiautomatic creation of data-extraction ontologies 

based on existing knowledge bases and element recognizers, along with some 

construction heuristics and some input Web source documents. 
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III. Methods 
 

This research is to be done in three steps.  First, gather the necessary knowledge and 

transform it into a useable form.  Second, automatically generate an initial data-extraction 

ontology based on the acquired knowledge and sample target documents.  Third, provide 

a way to let users evaluate the performance of the generated ontology and refine it, if 

necessary.  Further, to evaluate the success of the research, we measure how well the tool 

performs with respect to how well it could have performed. 

Gathering Knowledge  
 

In order to build a data-extraction ontology, we must first have the knowledge.  Sources 

of knowledge could be anything that contains the knowledge of interest, such as a list of 

names, a regular expression for some special string like a date, a traditional relational 

database, a general ontology like Mikrokosmos ([Mik]), or even some other knowledge 

collection like an encyclopedia.  A problem, however, is that these knowledge sources 

may be stored in totally different formats so that it is very hard to handle them all. 

XML appears to be the best choice for our knowledge storage format.  The 

schema, relations, constraints, and records of the OSM-based data-extraction ontology 

can be mapped to and from XML.  Furthermore, XML is being used more and more for 

data exchange on the Web ([XmlA] [XmlI]).  Thus, it is becoming easier to find the 

knowledge of interest in XML ([Bou99], [Bou00]), and easier to find tools to transfer 

knowledge to XML ([Bou00(2)]). 

Another knowledge-gathering issue is the question of how to deal with special 

strings, such as dates, phone numbers, etc., for which we must provide regular 
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expressions.  Because it is very hard to generate these recognizers automatically, we may 

have to create this part of the knowledge manually, i.e., we will provide a standard string 

recognizer library.  Fortunately, there are some already developed regular expressions 

that can be used directly in the recognizer library (e.g., [KCG+96] [ECJ+99] [Lyo00]); 

hopefully we can find some others. 

Generating the Initial Ontology  
 

Once enough knowledge has been gathered and converted to XML, we can collect the 

various XML knowledge documents together to build a high-level schema.  This high-

level schema defines the set of attributes that may appear in a generated data-extraction 

ontology.  

Every attribute can be classified into one of the two categories: domain-specific or 

domain-independent.  Attributes, like country name and car model, have a list of strings, 

each of which represents an object instance.  These attributes are categorized as domain-

specific attributes.  The high-level schema associates these attributes directly with their 

instances.  Other attributes, for example year, date, and population, are different from 

domain-specific attributes because these values may play different roles in different 

domains (e.g., event dates in history and due dates for school projects).  For this type of 

attribute we are interested in regular expressions for values and for the context related to 

the occurrences of these values.  Whereas domain-specific values usually associate with a 

single attribute in the high-level schema, domain-independent values often associate with 

several attributes.  Note that since a list of strings can also be thought of as a regular 

expression, both categories have associated regular expressions. 
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After a high-level schema has been generated and value sets are associated with 

attributes, we can start to select the appropriate attributes for the application based on 

recognized values in an input training document.  The selection process will be done in 

two steps: initial recognition and ambiguity elimination.  For both domain-specific and 

domain-independent attributes, we will apply regular-expression recognizers in an 

attempt to recognize information in the training document ([BM98] [ECJ+99] [YL99]).  

If a recognizer finds some data item, each of the attributes with which the recognizer 

associates is a potential attribute for the data item for the generated ontology.  

Two sorts of ambiguities will exist for potential matched attributes.  One 

ambiguity occurs because of different specializations for the same generalization, e.g., 

check-in date vs. check-out date or import products vs. export products.  Usually these 

ambiguous values are recognized by same regular expressions.  To remove this sort of 

ambiguity, we can look at the context of each occurrence and use WordNet ([WN]) and 

other dictionaries to eliminate the ambiguity.  

The other sort of ambiguity occurs because different recognizers may recognize 

the same string in the training document.  If the ambiguous attributes are closely related 

in the high-level schema, the same context identification process as discussed above must 

be applied.  More often, however, the attributes will be scattered in different places in the 

high-level schema.  Therefore, a simpler way to solve this ambiguity is to look for a 

cluster of potential matches and consider all potential matches outside this cluster to be 

errors and eliminate them.  

After resolving the ambiguities and finding a cluster of potential matches, it is 

straightforward to generate the initial data-extraction ontology.  The matched attributes 
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within the cluster and their relationships define the structure for the extraction ontology, 

and their respecting regular expressions become the regular expressions for the data 

frames in the extraction ontology. 

User Validation 
 

Once an initial data-extraction ontology has been generated, a user can check it by 

applying it to a set of validation documents using the ontology extraction tool ([DEG]).  

If the results are not satisfactory, a user can apply the OntologEditor ([Hew00]) to the 

generated ontology.  The OntologEditor provides a method of editing an Object 

Relationship Model (ORM) and its associated data frames and also provides debugging 

functionality for editing regular expressions in data frames by displaying sample text with 

highlighting on sample source documents.  As an alternative to refining the generated 

data-extraction ontology with the OntologyEditor, we may consider allowing a user to 

view and verify the knowledge sources directly so that a better data-extraction ontology 

can be generated.   

Ontology Generation Performance Evaluation 
 

To evaluate the performance of the data-extraction ontology generation process, we can 

apply three types of evaluations.  

1. We can measure how much of the data-extraction ontology was generated with 

respect to how much could have been generated. 

2. We can measure the amount of components generated that should not have been 

generated. 
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3. We can measure precision and recall for each lexical object set in generated 

extraction ontology.   

 

IV. Contribution to Computer Science 
 

This research will provide a way to semiautomatically generate a data-extraction 

ontology.  To achieve this, we will show how to exploit existing knowledge, and we will 

update and link the currently available data-extraction tools.  Also, a string recognizer 

ontology library will be provided to extract numbers and other special strings.   

 

V. Delimitations of the Thesis 
 

This research will not attempt to do the following: 

• Use all possible storage formats of existing knowledge.  The input knowledge base 
will be restricted to XML, or to formats easily transformed to XML.  

• Handle documents other than HTML or plain text documents written in English. 

• Update the input knowledge source.  It is assumed that the knowledge source will be 
sufficient to cover all the necessary requirements for the specific applications of 
interest. 
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VI. Thesis Outline 
 

1. Introduction (3 pages) 

2. Related Work (2 pages) 

3. Input Resources (7 pages) 

3.1. Domain-Specific Knowledge Bases Preparing 

3.2. String Recognizers  

3.3. Training Documents  

4. Methodology (20 pages) 

4.1. Architecture 

4.2. High-Level Schema 

4.3. Initial Data-Extraction Ontology Generation 

4.4. User Interface 

4.5. Update Strategy 

5. Experimental Analysis and Results (10 pages) 

6. Conclusions, Limitations, and Future Work (4 pages) 

VII. Thesis Schedule 
 

A tentative schedule of this thesis is as follows: 

Literature Search and Reading January – July 2001 

Chapter 3    April – October 2001 

Chapter 4    April – November 2001 

Chapters 1 and 2   October 2001 – November 2001 

Chapters 5 and 6   November – December 2001 

Thesis Revision and Defense  December 2001 
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