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I
Introduction

      The amount of useful information on the World Wide Web continues to grow at a stunning pace.  Typically, humans browse Web pages but cannot easily query them.  Many researchers have expended a tremendous amount of energy to extract semi-structured-web data and to convert it into a structured form for further manipulation.  They have proposed a number of different information-extraction (IE) approaches in the past decade, and several surveys ([Eikvil99, Muslea99, LRST02]) summarize these approaches.

      The most common way to extract Web data is by generating wrappers.  Users have constructed wrappers manually (e.g. TSIMMIS [HGNY+97]), semi-automatically (e.g. RAPIER [CM99], SRV [Freitag98], WHISK [Soderland99], WIEN [KWD97], SoftMealy [Hsu98], STALKER [MMK99], XWRAP Elite [BLP01] and DEByE [RLS01]) and even fully automatically (e.g. RoadRunner [CMM01]).  Since the extraction patterns generated in all these systems are more or less based on delimiters or HTML tags that bound the text to be extracted, they are sensitive to changes of the Web page format.  In this sense, they are source-dependent, because they either need to be reworked or need to be rerun to discover new patterns for new or changed source pages.       

      To solve wrapper generation problem, the Data Extraction Group ([DEG]) at Brigham Young University has proposed a resilient approach to wrapper generation based on conceptual models or ontologies ([ECJL+99]).  An ontology, which is defined using a conceptual model, describes the data of interest, including relationships, lexical appearance, and context keywords.  Since the ontology-based approach does not depend on delimiters or HTML tags to identify the data to be extracted, once the ontology is developed for a particular domain, it works for all Web pages in that domain, and is not sensitive to changes in Web page format.  By parsing the ontology, the BYU system automatically produces a database scheme and recognizers for constants and keywords.  A major drawback of this ontology approach, however, is that ontology experts must manually develop and maintain the ontology.  Thus, one of the main efforts in our current research aims at automatically, or at least semi-automatically, generating ontologies.

      One possible solution to semi-automatically generate ontologies is a “by-example” approach motivated by Query by Example (QBE) ([Zloof77]) and Programming by Example (PBE) ([PBE01]).  The DEByE (Data Extraction by Example) system ([FSLE02a, FSLE02b and LRS02]) was the first to make use of an example-based approach to Web data extraction.  This approach offers a demonstration-oriented interface where the user shows the system what information to extract.  Using a graphical interface, a user may perform programming by example, showing the application what data to extract.  This means that a user’s expert knowledge in wrapper coding is not required.  In this sense, the by-example approach is user-friendly.  However, since DEByE uses delimiter-based extraction patterns and cannot induce the structure of a site itself, it is brittle.  Thus, a DEByE-generated wrapper breaks when a site changes or when it encounters new sites with a different structure.

      In this thesis we plan to use the by-example approach to semi-automatically generate an ontology for our conceptual-model-based data-extraction system.  If successful, we can gain the advantage of the by-example approach (user-friendly wrapper creation) without losing the advantage of BYU approach (resilient wrappers that do not break when a page changes or the wrapper encounters a new domain-applicable page). The idea is to collect a small number of examples from the user through a graphical user interface (GUI) and to use these examples to construct an extraction ontology for general use in the domain of user interest.  We must, of course, not use HTML tags or page-dependent delimiters when generating a data-extraction ontology, and we usually must have examples from more than one site in the application domain.
II
Thesis Statement

      This thesis proposes a semi-automatic data-extraction ontology generation system, which uses a by-example approach.  In the process of ontology generation, a user defines an application-dependent form and collects a small number of pages in different sites from which to obtain data to fill in the form.  Then, the system generates the extraction ontology based on the information from the sample pages, the filled-in forms and some prior knowledge, such as a thesaurus, lexicons, and data-extraction patterns provided in a data-frame library.

III
Methods

      To achieve the goals mentioned in thesis statement, we will conduct our research as follows:  (1) Construct a data-frame library containing prior knowledge necessary for data extraction.  (2) Provide a GUI to allow system users to collect online sample pages of interest, define an application-dependent form, and designate desired data values by filling in the forms based on the sample pages. (3) Generate each component of an application ontology (i.e. object and relationship sets and constraints, extraction patterns, context expressions, and keywords) by analyzing sample pages and the form created in step (2).  (4) Provide performance measurements to evaluate the ontology-generation system.

Data-Frame Library

      To generate a data-extraction ontology, a data-frame library, which contains some kinds of prior knowledge, is necessary for our system.  The data-frame library usually provides the system with knowledge, such as a synonym dictionary, a thesaurus and regular expressions for common data values (e.g. date, phone number, price etc).  The knowledge could be categorized as (1) application-dependent knowledge and (2) application-independent knowledge.  Application-dependent knowledge is specific to the application of user interest, and we rarely see it in other applications.  Thus, experts usually need to gather application-dependent knowledge and store it in the data-frame library before users can run their applications on our system.  For example, for a digital-camera application, experts need to gather lexicons for brands and models of digital cameras either manually or with assistance of other learning agents.  On the other hand, application-independent knowledge usually applies across different applications.  Experts also need to gather it, if it is not yet in the data-frame library.  Fortunately, some application-independent knowledge has already been built up in prior work [DEG].  Initially, experts need to construct and expand the data-frame library to accommodate knowledge for new applications.  However, in the long run, expert involvement will be diminished when the data-frame library becomes robust.  In this thesis, we will not gather either application-independent or application-dependent knowledge beyond those necessary for applications in our experiments.

Graphical User Interface

      Our system will provide a GUI through which Web users can provide sample pages, define a form, and then fill in the form with desired data values from sample pages.  As shown in Figure 1, the GUI will consist of four panes.  The first pane of the GUI allows a user to download a sample page from the Web by specifying its URL or to upload a sample page from a local disk by specifying its path.  The second pane of the GUI is a form generator, which helps a user define an application-dependent form.  After a user uploads a sample page and defines a form, the user can highlight the desired data in the sample page and fill in the form with the data.   The third pane of the GUI is a result window, which shows the extracted data from sample pages.  The fourth pane is an ontology monitor, which displays the ontology generated through sample pages.  This window helps us monitor and evaluate results of our ontology generation system and would not normally be exposed to system users, except in a prototype system like ours.
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Figure 1.   Ontology Generation System GUI

Form Generator

      The form generator integrated in our system GUI will help users define forms in an easy way.  First of all, it allows users to give forms meaningful titles.  Then, it provides several basic patterns, or building blocks, with which users can construct elements in forms.  After users title a form, they can add to the current form any number of elements by clicking on patterns or icons in a toolbar.   Figure 2 shows the different types of basic patterns.  Notice that in each pattern or element the number of columns represents the number of object sets, while the number of rows in a column represents the number of expected values for the object set.  Users need to assign a meaningful label to each object set when they create it.  
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Figure 2.  Basic Form Generation Patterns

Pattern (a), (b) or (c) will allow users to construct a form element which represents a single object set with one value, a limited number of values or an unlimited number of values respectively.  Users need to specify the exact number of values for object sets constructed using pattern (b).  Patterns (d) or (e) will help users generate a form element which represents 

a group of object sets with a limited number of values or an unlimited number of values respectively.  Users need to specify the number of object sets or columns when they use pattern (d) or (e).  They also need to specify the limited number of values when using pattern (d).  For each object set or column in patterns (a)-(e), the values or rows will be either string values or other nested forms, but not both.  Although users can define one and only one base form for each application, they can construct recursively as many nested forms as necessary inside the patterns of the base form.  The nested forms will be defined in separate panels in the same way as users define the base form.

Ontology Generation

      A data-extraction ontology consists of four components: (1) object and relationship sets and constraints, (2) extraction patterns, (3) context expressions and (4) keywords.  Our system takes as input information from both sample pages and a user-defined form.  The system analyzes the information collected through the GUI and generates ontology components one by one for each object set.

Object and Relationship Sets and Constraints

      Our system constructs object and relationship sets and constraints when users define form by making use of our basic patterns.  Our system obtains object-set names from user-specified form titles and column labels.  First of all, when users give the title to the base form of an application, our system takes the title as the name of the primary object set in our ontology.  Then, when users add elements to the form by using one of patterns, our system generates object sets for each element by taking user-specified column labels as the object-set names.  After constructing object sets, our system constructs relationship sets between these added object sets and the object set named by the form title, and then adds participation constraints on all object sets.  The following example shows how our system constructs object and relationship sets and constraints.  As shown in Figure 3, assume that a user adds one element of each pattern in Figure 2 into a base form called “Base” with 3 rows for patterns (b) and (d) and 2 columns for patterns (d) and (e).  Our system generates object and relationship sets and constraints as follows: 


Figure 3.  A User-Defined Single Form

Base [0:1]  A [1:*]



(a)

Base [0:3]  B [1:*]



(b)

Base [0:*]  C [1:*]



(c)

Base [0:3]  D1 [1:*]  D2 [1:*]


(d)

Base [0:*]  E1 [1:*]  E2 [1:*]


(e)

where A, B, C, D1, D2, E1 and E2 are specified column labels for patterns (a), (b), (c), (d) and (e) respectively.  Notice that our system generates binary relationship sets for the elements of single-column patterns (a), (b) and (c) and n-ary relationship sets for elements of multiple-column patterns (d) and (e).  For object set Base representing the current form, the minimum participation constraint is 0 by default and the maximum of constraint is 1, 3 (a number specified by users) or * (an unlimited number).  The constraints on the added object sets are always [1:*].  

      Every object set in a form corresponds to either a lexical or a non-lexical object set in our ontology.  Object sets containing all string values correspond to lexical object sets, while object sets containing all nested forms correspond to non-lexical object sets.  If a user nests a form in pattern (a), which has a single row or value, our system assigns the object-set name to be the title of the nested object set.  For all other patterns, which have multiple rows, the object-set name with an appended row number becomes the title of the corresponding nested form by default.  The user can specify a meaningful title for each nested form.  Multiple-row nested forms actually represent specializations in our ontology.  For example, if a user defines nested forms in the “base” form in Figure 4, our system constructs the following object and relationship sets and constraints:

Base [0:1]  A [1:*]

Base [0:1]  D [1:*]

A [0:1]  B [1:*]

A [0:1]  C [1:*]
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D1 [0:1]  E[1:*]

D2 [0:1]  F [1:*]  G [1:*]
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Figure 4.  A User-Defined Nest Forms

Extraction Patterns

      Extraction patterns are regular expressions to describe data values.  After a user defines a domain-dependent form and fills in it with values from several examples, our system tries to match these values against extraction patterns in the data-frame library.  Sometimes, there will be only one extraction pattern in the library matching each object set.  If several extraction patterns match, our system further makes use of name matching and context-and-keyword matching to select the most appropriate extraction pattern.  If no extraction pattern matches, our system provides a tool to help a user create a regular expression manually [Hewett00] or helps a user build lexicons for the object set*.

Context Expressions and Keywords

      Context expressions are common strings that are always adjacent to highlighted data on sample pages.  Keywords are common words or synonyms that appear near, but not always adjacent to, the data (e.g. common words within a sentence).  The BYU ontology-based extraction engine makes use of context expressions and keywords as a data filter when a data item in a single record matches the extraction pattern for multiple object sets.  In this thesis, our ontology generator also makes use of context expressions and keywords as an 

extraction-pattern filter when more than one extraction pattern in the date-frame library matches with desired values.  When a user provides our system with sample data by filling in forms, our system considers words or strings near the highlighted data as possible context expressions or keywords.  Specifically, it considers words or strings from the same text node or adjacent text nodes in HTML tree representations of sample records.  Then, our system identifies common context expressions and keywords by using string comparisons. The algorithms or heuristics of identifying context expressions and keywords is part of this thesis.  The system may include additional keywords not in the text by using a synonym dictionary or thesaurus.

User Validation

      To validate the initial ontology generated by our system based on sample pages, users need to provide several test pages from different sites.  Our system applies the initial 

ontology to these test pages and returns extracted data to the user through our system GUI.  If, for some reason, the system does not extract the desired data correctly or completely from the test pages based on the initial ontology, users can use additional test pages as sample pages to further train our system.

Measurements of System Performance

      We can apply the following measurements to evaluate the performance of our ontology-generation system.

1. How much of the ontology was generated with respect to how much could have been generated?

2. How many components generated should not have been generated?

3. What comparison can we make about the precision and recall ratios of extracted data for each lexical object set between a system-generated ontology and an expert-generated ontology?

4. How many sample pages are necessary for acceptable system performance?

      We plan to measure the performance for following different applications: digital cameras; one application previously done by the BYU data-extraction group, such as car advertisement or obituaries; and three of extractions used in DEByE experiments.

IV 
Contribution to Computer Science

      This thesis makes two contributions to the field of computer science.  First, it proposes a by-example approach to semi-automatically generate data-extraction ontologies for our conceptual-model-based data extraction system.  Second, it constructs a Web-based GUI tool to generate a data-exaction ontology.

V 
Delimitations of the Thesis

      This research will not attempt to do the following:

1. Our ontology generator will not attempt to generate regular expressions or extraction patterns when no extraction patterns in the data-frame library match desired data values from examples. 

2. Complex nested forms could generate extraction ontologies beyond the computational ability of the current data-extraction ontology.  We will not extend the current extraction engine to handle these complex cases.
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IX 
Artifacts

      We will implement the proposed data-extraction ontology generation system in the Java programming language and make it available as a demo on the Web. The system can be used to extract the Web data of user interest across different Web sites and display the results.     
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*Although regular-expression generation from examples may be possible in some cases, investigating these possibilities is beyond the scope of this thesis.
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